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Figure 1: (a) A user in a virtual environment surrounded by points of interest (POIs). (b) The user pulls up a display of out-of-
view POIs and selects a POI to orient to. (c) The user’s first-person camera rotates to the selected POI. (d) The user faces the 
desired POI. 

ABSTRACT 
We propose Nearmi, a framework that enables designers to cre-
ate customizable and accessible point-of-interest (POI) techniques 
in virtual reality (VR) for people with limited mobility. Design-
ers can use Nearmi by creating and combining instances of its 
four components—representation, display, selection, and transi-
tion. These components enable users to gain awareness of POIs in 
virtual environments, and automatically re-orient the virtual cam-
era toward a selected POI. We conducted a video elicitation study 
where 17 participants with limited mobility provided feedback on 
different Nearmi implementations. Although participants generally 
weighed the same design considerations when discussing their pref-
erences, their choices reflected tradeoffs in accessibility, realism, 
spatial awareness, comfort, and familiarity with the interaction. 
Our findings highlight the need for accessible and customizable VR 
interaction techniques, as well as design considerations for building 
and evaluating these techniques. 

CCS CONCEPTS 
• Human-centered computing → Human computer interaction 
(HCI); Interaction techniques; Accessibility; Accessibility systems 
and tools. 
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1 INTRODUCTION 
Many applications contain more virtual content than what can 
be displayed by a device at a given time, requiring users to scroll, 
pan, or zoom to find out-of-view information. For instance, users 
might be required to pan or zoom a virtual map to see the location 
of a restaurant, or to scroll a document to view a specific section. 
Over the years, researchers have developed numerous approaches 
to improve the experience of identifying and navigating to out-of-
view points of interests (POIs) for various computing platforms, 
including virtual reality (VR) [22, 32]. 

VR is an interactive technology that simulates the experience of 
being in a physical space. Users see the virtual environment (VE) 
through the viewport of their head-mounted display (HMD), which 
shows a limited region of the VE. VEs can contain objects, spaces, 
and avatars that are central to the VR app’s objective. However, 
these POIs might be out-of-view at a given time. To address this 
problem, POI awareness techniques (which we refer to as “POI 
techniques”) have been developed to help VR users become aware 
of out-of-view POIs using visualizations. These visualizations com-
municate spatial information, such as the direction of and distance 
to the POI, relative to the user’s current position. The user is then 
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expected to use head tracking, where the virtual camera is con-
trolled by the HMD’s position and orientation, to orient to the POI 
until it is within view [30]. 

Although head tracking is a convenient way for many people 
to explore VEs, it can be inaccessible to people with limited or 
restricted movement of their head or bodies. People with neck in-
juries or movement disorders such as cerebral palsy or muscular 
dystrophy might find it challenging or impossible to rotate their 
heads or bodies in a steady, fluid manner. In addition, situational 
impairments, which are functional limitations caused by the envi-
ronment or an individual’s physical state (e.g., sitting down) [41], 
can make head or body movement difficult. 

Because POI techniques assume that users can easily control 
their virtual cameras to orient to out-of-view POIs, we need to 
imagine more accessible methods for POI interaction. But how 
should designers approach the process of creating accessible POI 
techniques for people with limited mobility? 

We propose Nearmi, a framework that enables designers to create 
and customize accessible POI techniques for diverse user abilities 
and VR environments. The Nearmi framework has four components: 
(1) Representation: a visualization of off-screen POIs; (2) Display: a 
presentation of POI visualizations; (3) Selection: an interaction with 
the display to select a POI; and (4) Transition: a reorientation of the 
camera to the selected POI (Figure 1). Designers can use Nearmi to 
create various POI techniques by implementing different instances 
for each Nearmi component. 

We explored the Nearmi design space by implementing instances 
of Nearmi that surface design considerations that that could be rele-
vant to accessible POI techniques. We conducted a video elicitation 
study with 17 people who have limited mobility to understand how 
participants prioritized design considerations. Participants watched 
videos of different Nearmi implementations and were asked to se-
lect and discuss their preferences. We found that participants had 
similar rationale for liking or disliking individual implementations. 
However, each participant weighed trade-offs regarding accessi-
bility, realism, spatial awareness, comfort, interaction familiarity, 
VE aesthetics, and expected immersion, highlighting the need for 
customizability. 

Our contributions are threefold: (1) Nearmi, a framework for 
designing accessible POI techniques for VR environments; (2) a 
set relevant design considerations for implementing Nearmi (i.e., 
POI techniques designed by adhering to the Nearmi framework); 
and (3) empirical results from individuals with limited head or 
body movement regarding their perceptions of a set of Nearmi 
implementations. 

2 RELATED WORK 
The problem of how to visualize out-of-view information arises 
when screen-space is limited on displays. Researchers have ad-
dressed this problem on platforms such as mobile devices, wearables, 
augmented reality (AR), and VR. However, this problem has not 
been explored in VR for people with limited mobility. We present 
related work on the accessibility of VR, POI techniques in VR and 
other platforms, and accessible POI techniques designed for diverse 
use cases. 

2.1 Accessibility in VR 
Researchers have conducted several investigations to understand 
the accessibility barriers people with limited mobility might en-
counter when using VR systems. Gerling and Spiel [8] performed a 
critical analysis of VR technology and found that VR systems are 
not designed to accommodate minority bodies. Our focus on limited 
head and neck mobility is related to the accessibility barriers caused 
by “bodily involvement”, or the assumed abilities required to use 
hardware like VR setups [8]. Designers should consider the “ac-
tions lent”, or the actions a user must employ to interface with the 
app’s interaction paradigm and VR hardware, to identify physically 
inaccessible actions in VR [8]. 

Mott et al. [26] interviewed people with limited mobility about 
their VR experiences and constructed a list of seven accessibility bar-
riers people might encounter when using VR. Participants reported 
difficulty manipulating dual motion controllers, pressing controller 
buttons, and keeping their hands elevated [26]. The Disability Visi-
bility Project [43] surveyed wheelchair users and found that some 
people experience difficulties performing specific interactions in 
VR, such as crouching. Gerling et al. [7] discovered similar results 
in their survey of wheelchair users and applied those insights to 
build three prototypes of full-body VR games. They highlighted 
the importance of customizability to accommodate the diversity of 
types and severities of impairments [7]. 

Our research complements these prior works by contributing 
a framework for designing accessible POI techniques for VR envi-
ronments. As we continue to make VR technologies accessible to 
people of all abilities, it is important to have structured approaches 
to exploring solutions to complex design challenges. 

2.2 POI Techniques 
POI techniques are typically proxies overlaid on a display to signal 
the existence of out-of-view POIs [4]. Early techniques focused on 
visualizing off-screen POIs on mobile-based maps. For example, 
Halo [2] and Wedge [14] used shapes as proxies, where the location 
and size of a shape conveyed the direction of and distance to the 
corresponding POI. 

Prior work also investigated the use of POI techniques in AR, 
VR, and full-coverage displays (e.g., systems that project a VE onto 
a physical space, such as CAVE [5]). This work suggested that the 
success of POI techniques was platform dependent [10, 11, 33]. 

The POI techniques discussed above convey distance and direc-
tion information, which helps in spatial orientation tasks. However, 
few POI techniques convey the identity of off-screen POIs, which 
can aid in exploring POIs. Prior work has suggested that users 
prefer knowing the identity of POIs when deciding how to orient 
the camera [12, 22, 38]. Lin et al. [22] overlayed a real-time view 
of a POI onto the user’s focal view (a.k.a., picture-in-picture) to 
display the identity of the POI. The rotation and position of the 
superimposed picture-in-picture also provided additional cues like 
the distance and the direction of the POI [22]. 

Although the POI techniques described above exist to help vi-
sualize out-of-view objects, these techniques do not help the user 
select and orient to a POI. Once a user is aware of an out-of-view 
POI, the next step is usually to orient to it so that it is within view. 
Mobile and PC-based selection and orientation techniques, such as 
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Hopping [17] and EdgeSplit [16], allow users to select POI proxies 
to orient to. Unlike these techniques, existing AR and VR techniques 
lack control or affordances and instead rely on head movements 
[10, 13, 22, 36] or button presses [32] to orient the user. 

2.3 Accessible POI Techniques 
Within the accessibility community, POI based techniques have fo-
cused on identifying sounds of interest for deaf and hard of hearing 
(DHH) individuals [15, 21, 23]. Research suggests that DHH users 
want to know the source and location of peripheral sounds in their 
environments [19, 24]. For instance, AR users want to know the 
sound source and type (e.g., speech vs. non-speech sounds) while 
having a flexible system that accommodates their preferences for 
directional granularity and screen layout [18]. 

2.4 Summary 
Prior work has shown that visualizing and orienting to out-of-view 
POIs are important for VR users. From an accessibility perspective, 
it is also important to provide users with affordances and controls 
over the experience [26]. No prior work, however, has addressed 
all three of these issues in a single interaction technique. To bridge 
this gap, we developed a framework that enables the creation of 
accessible POI techniques that not only identify out-of-view objects 
in VR, but also enables users with limited mobility to select and 
orient to them. 

3 NEARMI 
We present Nearmi, a framework for designing accessible POI tech-
niques in VR. POI techniques designed with this framework would 
enable users to see representations of out-of-view POIs on a display, 
select the POI they want to view, and ultimately transition towards 
the POI’s direction. The Nearmi framework outlines a design space 
that can be explored by implementing instances of Nearmi’s four 
components, each of which we discuss below: 

• Representation 
• Display 
• Selection 
• Transition 

3.1 Representation: 
POIs are represented as cues to signal their existence in a VE. Rep-
resentations can be visual, auditory, or haptic. Without a representa-
tion, users would be unaware of nearby POIs. Some representations 
also convey information about properties of POIs, such as their 
distance and direction [2, 14] relative to the user’s position. Rep-
resentations in existing POI techniques include circles (halos) [2], 
triangles (wedges) [14], arrows [11], and picture-in-picture views 
[22]. The representations designers choose for POIs can depend 
on numerous factors, including the style of the VE and the tasks 
available in the environment. 

3.2 Display: 
Representations of POIs are presented on a display. Displays act as a 
canvas for the arrangement and presentation of POIs. In prior work, 
representations were displayed by being directly superimposed 

over the environment [10] or on an object in the environment [22]. 
Displays, like representations, can also encode information about 
distance and direction of a POI [22]. Many POI techniques only 
implement representation and display components and assume that 
the user can orient the environment or themselves towards POIs in-
dependently. Nearmi includes selection and transition components 
to automatically reorient users towards POIs of their choosing. 

3.3 Selection: 
POI techniques that require little movement (of head or body) must 
allow users to indicate to the system which POI they would like to 
orient towards, which is achieved through the selection component. 
A user can select a POI in many ways, through gesture, sound, eye 
movements, or input devices, to name a few. 

3.4 Transition: 
A transition is needed to orient the user toward a POI after it has 
been selected, either by repositioning the user or the environment. 
Transition serves as an automatic reorientation that removes the 
burden on users to rotate their heads or bodies. Some prior work has 
explored selection and transition in POI techniques. For example, in 
work by Pavel et al. [32], users pushed a controller button, and the 
system automatically oriented their view to the subject of the 3D 
video. This technique worked without representation and display 
components because it was designed to be used with 3D videos, 
which usually only have one or two foci in a scene. 

Users engage with POI techniques on two fundamental levels: 
presentation and interaction. All POI techniques must implement 
both representation and display components—the presentation. 
Most prior techniques presume users can control the interaction 
by orienting the environment or themselves toward POIs indepen-
dently. As a result, the degree to which people with limited mobility 
can interact with POI techniques will be determined by the general 
accessibility of VR systems. Although it will take time to envision 
and build accessible VR systems, frameworks like Nearmi can help 
accelerate the design of accessible techniques for VR applications. 

3.5 Benefits of Nearmi as a Design Framework 
We identified four benefits of the Nearmi framework for VR users 
and designers: (1) it foregrounds accessibility for POI techniques, 
(2) it structures the design process, (3) facilitates evaluation, and (4) 
affords customizability of POI techniques. We discuss each benefit 
below. 

3.5.1 Foregrounds Accessibility. POI techniques in previous work 
typically only included representation and display components, 
as these techniques presume users can orient themselves towards 
POIs. However, the process of orienting to a POI can be challeng-
ing or impossible for VR users with limited mobility who cannot 
easily move their heads or bodies. Nearmi’s transition component 
ensures POI techniques designed using the framework will be ac-
cessible to VR users who cannot easily move themselves to view 
POIs. However, implementation of all Nearmi components does not 
necessarily guarantee the POI technique will be accessible. Design-
ers must consider how specific component implementations can 
affect accessibility as well. 
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3.5.2 Structures the Design Process. The Nearmi framework pro-
vides designers with a blueprint for building accessible POI tech-
niques. Designers can then explore the design space by mixing and 
matching implementations of Nearmi components while retaining 
the basic functionality of a POI technique. 

3.5.3 Facilitates Evaluation. When evaluating POI techniques, 
Nearmi can help designers identify the components that might 
lead to accessibility or usability breakdowns. Once the component 
(or combination of components) that is causing the issue is identi-
fied, designers can swap in an alternative implementation of the 
component without entirely redesigning the POI technique or al-
tering its core functionality. Nearmi also enables direct comparison 
of different implementations in an evaluation. 

3.5.4 Affords Customizability. Nearmi could be directly integrated 
as a setting in VR applications. This setting could enable users to try 
different implementations of Nearmi and choose a combination that 
best suits their abilities and personal preferences. Customizability 
is known to enhance the accessibility of interaction techniques 
[1, 29]. 

3.6 Design Considerations for Nearmi 
Implementations 

As mentioned above, the Nearmi framework alone cannot guarantee 
that a POI technique is accessible. VR techniques are often built and 
evaluated based on various design considerations that affect the 
overall experience of being in VR. We were interested in exploring 
the relationships between different design considerations and their 
manifestation as trade-offs. 

We identified design considerations from prior research and best 
practices for VR design. For example, Wong et al. [43] found that 
25-29% of survey respondents with self-reported disabilities had 
difficulty raising or moving arms and rotating their upper bodies 
in VR. They also reported “spatial awareness” as a challenge expe-
rienced by their respondents [43], and research by Bowman et al. 
[3] demonstrated that different “task objectives” could significantly 
impact users’ performance with various interaction techniques. We 
identified the remaining design considerations including usability 
(ch. 25), user comfort (ch. 17), realism (ch. 4), and user familiarity 
with the interaction (ch. 25) from a textbook on best practices for 
designing VR experiences [20]. 

3.6.1 Accessibility. Accessibility could potentially impact three 
components of Nearmi. For example, a representation must be 
clearly visible, audible, etc. Some displays and selection implemen-
tations might not be accessible for people with limited reach, control 
or stability. 

3.6.2 Usability. Usability was a design consideration for every 
component of Nearmi. Usable designs enable users to form mental 
models of technology without excessive cognitive load. 

3.6.3 Realism. Realism could affect all four components. The repre-
sentation could be a duplicate of the POI (more realistic) or a symbol 
(less realistic). A display can be the environment itself (more re-
alism), an object in the environment (more realism), or a UI (less 
realism). Selection can range from touch (more realistic) to ray-cast 
selection (less realistic). And the transition to orient the user POI 

can could be smooth, as if a user were turning, or instant as if they 
immediately reoriented to the POI (less realistic). 

3.6.4 Spatial Awareness. It can be important for the user to under-
stand where they are relative to other objects in the VE depending 
on the task. Transition might affect a user’s spatial awareness de-
pending on how much of the environment is presented and the 
duration of the transition. Representations can be arranged on a 
display to convey spatial information (e.g., direction), and POI rep-
resentations can include contextual information that might provide 
awareness of other items or locations. 

3.6.5 User Comfort. User comfort is important for most VR tech-
niques. Simulation sickness is well documented when the user 
moves in the virtual world without a corresponding movement hap-
pening in the physical world. Transition implementations that au-
tomatically rotate the virtual camera would be more suspectable to 
inducing simulation sickness, but designers can utilize approaches 
that reduce simulation sickness during VR camera movements 
[37]. Selection also impacts user comfort, and the selection method 
should not be cumbersome to use. 

3.6.6 User Familiarity with Interaction. Many users might be unfa-
miliar with VR interactions, regardless of their functional abilities, 
because VR is still emerging as a consumer technology. Therefore, 
designers can leverage common interaction patterns from other 
devices, (e.g., joystick panning on a gaming console), to scaffold 
the process of learning how to interact in VR. Selection would be 
affected by this design consideration depending on whether the 
designer imports interaction techniques from other devices. 

3.6.7 Task Objective. There can be VR experiences where efficiency 
matters more than realism. Designing for efficiency, however, might 
take away from the richness of the experience or challenge of the 
task. Therefore, it is important to consider the context in which 
POIs are used and whether the technique could interfere with the 
purpose or objective of the experience. 

3.6.8 Summary. Most of these design considerations are relevant 
for VR techniques in general. However, we were interested in how 
basic design considerations relate to the accessibility of a POI tech-
nique. For example, does increased accessibility mean decreased 
realism? How do some design considerations impact others in im-
plementations of Nearmi? In the next section we discuss how the 
design considerations above guided the design process. 

4 IMPLEMENTATION 
We used the Nearmi framework to implement an initial set of com-
ponent instances that exemplified the design considerations above. 
Although we could have designed any number of Nearmi compo-
nent instances, we focused on this subset to surface tradeoffs in our 
design considerations. In this section, we describe the implemen-
tation of eleven Nearmi components and how components work 
together to help users identify and orient to out-of-view POIs. 

4.1 Representation 
We implemented two representations: a mesh and a real-time view 
of the POI that we call portal-views (Figure 2). Meshes are static, 
textureless, colorless, miniaturized versions of the POI mesh that do 
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Figure 2: The two Representations implemented with 
Nearmi. Portal-view icon of the POI in real-time (left). 3D 
miniature mesh icon of the POI mesh (right). 

not provide details about the POI or its surrounding environment. 
Portal-views are live previews that show the POI and some of its 
surroundings. 

Mesh and portal-view representations exemplify the tradeoffs 
between accessibility and spatial awareness. The mesh representa-
tion could make it easier to identify the POI because it stands out 
against the background. However, the mesh representation lacks 
detail and information about objects around it. Lack of context 
might make it more difficult to understand where the POI is in 
relation to other parts of the VE. On the other hand, portal-view 
might not stand out against the background, making it difficult to 
see, but could provide important contextual information to support 
users’ spatial awareness. 

4.2 Display 
We implemented two displays: attached-to-object and floating (Fig-
ure 3). Attached-to-object displays, as the name suggests, can be 
attached to virtual objects or parts of a user’s avatar. Representa-
tions float in the scene on a floating display. Our implementation 
of the floating display tracks the user’s camera to ensure that icons 
on the display are always visible. 

These displays embody a trade-off in accessibility and realism. 
The attached-to-object display simulates interacting with a display 
in the physical world, which could enhance realism. However, the 
attached-to-object display might be inaccessible if users cannot 
see the display in the scene, for example because they cannot hold 

Figure 4: Wand: After tapping an icon as shown in Figure 3, 
the user brings an icon towards his/her headset. A selection 
is made when the headset and icon collide. 

their arm in view if the display is attached to their hand. Therefore, 
we implemented the floating display so that it was always visible. 
Constant visibility, however, might reduce realism because it does 
not have an equivalent in the physical world. 

4.3 Selection 
We implemented four selection instances: (1) tap, (2) ray-cast, (3) 
wand, and (4) console (Figures 3 and 4). Tap borrows from the 
touchscreen interaction paradigm by requiring users to “touch” 
or intersect their controller and a representation to select it. 

To operate ray-cast, the user points the ray emitting from one of 
their controllers and intersects it with a representation. A button-
press on the controller, typically the trigger, initiates the selection. 
The wand selection (Figure 4) requires users to tap a representa-
tion. The representation is then transferred to the controller that 
performed the tap. Users move the representation toward their 
headsets and the selection is made when the representation and 
headset intersect. Console selection enables users to press the con-
troller’s joystick left or right to scroll through the representations. 
As the user scrolls through the icons, they grow larger when in 
focus. Users can either scroll to the next representation or select 
the in-focus representation. The user selects a representation by 
pressing the trigger button. 

Figure 3: Nearmi’s display and selection combinations. Columns from left to right show selection instances: tap, ray-cast, 
wand, console. Rows from top to bottom show display instances: attached-to-object, floating. 
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Figure 5: The three camera transitions implemented in Nearmi. The first-person camera rotates smoothly in the continuous 
transition (left), jumps by 30-degree increments in the discrete transition (middle), and instantly cuts from a starting orienta-
tion to face the POI in the instant transition (right). 

4.3.1 Design Considerations for Selection. We implemented these 
selection techniques to illustrate the relationships between multi-
ple design considerations including accessibility, usability, realism 
and familiarity with interaction. Tap enhances realism because it 
has a physical analogue. In addition, users will likely already be 
familiar with this interaction paradigm because of the ubiquity of 
touchscreens. However, using tap might be difficult for users who 
have difficulty reaching or stabilizing their arms. 

VR users will likely be familiar with ray-cast because it is a 
common pointing technique used in many VR applications [3]. 
Another benefit of ray-cast is that it enables users to select objects 
without reaching. However, ray-cast might be inaccessible to people 
with difficulty pointing. With console selection, users can quickly 
and accurately select a representation, demonstrating usability. 
Also, because the thumb (or any finger) is the only body part needed 
to invoke selection, console can be accessible for users with limited 
mobility. 

However, console lacks affordances, requiring users to recall how 
to perform the interaction. Lack of affordances is often categorized 
as a usability issue [27]. 

Wand enables users to bring representations near their faces to 
examine them up close, enhancing visual accessibility. This tech-
nique is especially useful for examining mesh icons: individuals 
can examine meshes from multiple angles. However, wand requires 
users to reach and move their arms, which can make it inaccessible. 

4.4 Transition 
There are many ways to orient the first-person camera, each of 
which has tradeoffs. We implemented three transitions: (1) continu-
ous, (2) discrete, and (3) instant (Figure 5). The continuous camera 
transition smoothly rotates the scene around the user simulating 
what the user would see if they were to turn their head toward the 
POI. We chose a rotation speed of 30 degrees per second because 
there is evidence to support that this is a comfortable speed [37]; 
Still, the speed can be adjusted in our implementation. The discrete 
camera transition rotates the camera using configurable angle in-
crements towards the POI. We used 30 degree increments because 
prior work has shown that it is a comfortable angle to rotate the 
camera [37]. The instant transition immediately orients the camera 

toward the selected POI. The transition is visualized as a camera 
cut. 

We implemented continuous, discrete, and instant transitions to 
surface trade-offs in spatial awareness, user comfort, and realism. 
Continuous camera rotations can induce simulator sickness [35], 
but provide information about the environment during the transi-
tion, which can enhance spatial awareness. Discrete transitions can 
induce less simulation sickness than continuous transitions [37], 
however they could also be perceived as less realistic because there 
is no physical analogue. The instant transition is the least realistic 
of the transitions we implemented, however, it is unlikely to induce 
simulation sickness [34]. Another trade-off with the instant transi-
tion is that users might not be able to maintain spatial awareness 
because they do not see the environment during the orientation 
process, which is possible with continuous and discrete transitions. 

4.5 Summary 
Nearmi is a framework with four components—representation, dis-
play, selection, and transition—that supports the design of accessible 
POI techniques for people with limited mobility. We implemented 
11 initial instances of these components that reflect trade-offs in 
accessibility, usability, realism, spatial awareness, user comfort, 
interaction familiarity, and task objective. We were interested in 
exploring the Nearmi design space to understand how different im-
plementations of Nearmi could speak to the design considerations 
we identified in prior work and best practices for VR design. With 
just these 11 instances, users can already create 48 unique Nearmi 
implementations (2 representation × 2 display × 4 selection × 3 tran-
sition) demonstrating customizability and extensibility. It would 
be impossible to build all possible implementations of Nearmi, but 
we chose to implement this initial set to demonstrate part of the 
design space and to surface trade-offs in the design considerations 
we identified. 

4.6 High-level Implementation Overview 
To demonstrate customizability and extensibility, we implemented 
Nearmi components as a set of Unity scripts written in C#. The 
basic building block of a Nearmi technique is the display mecha-
nism, that is, an interface that shows POI icons. It is implemented 
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Figure 6: A high-level overview of the Nearmi framework 
manager, the mechanism base classes, and their relation-
ships. 

in the POIDisplay base class. To render icon content, each dis-
play contains a representation mechanism implemented in the 
POIIconManager base class (Figure 6). 

To support interaction with the display content, each display 
is coupled with a selection mechanism, which is implemented 
in the POIInputHandler and POIInputGenerator base classes. 
The generator provides raw inputs and the handler pre-processes 
them before publishing them to other mechanisms. The infor-
mation exchanged between the display and the input handler is 
limited to what is required for providing interaction feedback to 
the user. For example, the display contains a supporting mecha-
nism for icon selection visualization, which is implemented in the 
POISelectionVisualizer base class. 

The POIManager manages the display itself, including showing 
or hiding it and providing it with POIs. The manager is also re-
sponsible for discovering POIs in the environment and triggering 
environment updates once the user selects a POI. In particular, it 
uses events from the selection mechanism to trigger a transition 
mechanism, which is implemented by the POICameraTransition 
base class. The manager can also illuminate the selected POI using 
the object highlighter implemented in the POIObjectHighlighter 
base class. 

The developer is responsible for the following steps to connect 
an app to Nearmi: (1) calling functions in the POIManager to toggle 
display visibility, (2) marking POIs in the scene by attaching the 
PointOfInterest script provided by the framework, which enables 
Nearmi to discover the POIs, and (3) mapping system inputs to the 
input generator. 

5 USER INTERVIEWS 
The goal of our study was to identify design considerations and 
trade-offs that were important to people with limited mobility when 
choosing their preferred implementation of Nearmi. We wanted 
to understand how they thought about trade-offs and why they 
were willing to make specific trade-offs. We conducted a video elic-
itation study [9] with seventeen individuals with limited mobility. 
Video elicitation, which is an interview technique derived from 
photo elicitation, is used to uncover layers of meaning through 
images, videos, and other visual media. Images elicit emotions, 
memories, and information in a more detailed and grounded way 
than conventional interviews [9]. Interviews are appropriate for 
investigating how and why people perceive phenomena [40]. While 

Figure 7: The alchemy lab VE used to demo Nearmi. Envi-
ronment by Unity Technologies (https://github.com/Unity-
Technologies/VRAlchemyLab). 

participants’ perceptions are reflective of how they evaluate VR 
based on video alone, previous research has demonstrated that peo-
ple with functional impairments often watch other people use the 
technology, through online videos or friends, to decide whether it 
is worth investing in (section 6.1.2, [43]). Therefore, the results of 
our study indicate how they might evaluate POI techniques at the 
pre-adoption stage. 

5.1 Participants 
We recruited seventeen participants through email invitation (aver-
age age of 31, SD=9). Four identified as women and 13 identified as 
men. We compensated participants with a $50 Amazon gift card. 
Twelve participants had prior VR experience. Their VR usage ranged 
from every few days to a few times a year. Overall, they rated them-
selves an average of 2.1 (SD=1.1) in terms of VR expertise with 1 
being novice and 5 being expert. By contrast, all participants rated 
themselves an average of 4.5 (SD=.7) in terms of computer exper-
tise on the same scale. Participants reported a range of conditions 
that impacted their abilities to interact with computers (Table 1). 
Their most common challenges were poor coordination (n=12), 
low strength (n=11), and difficulty in gripping (n=10). They also 
reported motor difficulties that affected their neck mobility, such 
as stiffness (n=11), low strength (n=7), and pain (n=6). 

5.2 Apparatus 
We recorded videos of 48 Nearmi implementations ({portal-
view, mesh}×{attached-to-object, floating}×{tap, ray-cast, wand, 
console}×{continuous, discrete, instant}). Videos averaged 25.7 sec-
onds (SD=4.3). 

Videos captured a user visualizing and orienting to POIs in an 
alchemist’s lab using different Nearmi implementations [45] (Fig-
ure 7). The user oriented towards the POIs in the same order in 
each video. We added Nearmi implementations to the game using 
the steps outlined in the implementation section. In our implemen-
tation of the attached-to-object display, we presented icons on a 
magic amulet because it reflects the game’s occult theme. Videos 
were presented via screenshare on Zoom1 , a video conferencing 
application. 

1https://zoom.us/ 

https://github.com/Unity-Technologies/VRAlchemyLab
https://github.com/Unity-Technologies/VRAlchemyLab
https://zoom.us/
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Table 1: Participant demographics and preferred Nearmi implementations. 

Identifier Gender Age Condition Preferred Nearmi implementation 

P1 M 26 Spinal muscular atrophy Portal+attached+console+continuous* 
P2 M 26 Muscular dystrophy Portal+attached+console+instant 
P3 M 26 Arthrogryposis Mesh+floating+console+discrete 
P4 M 20 Muscular dystrophy Mesh+attached+console+continuous 
P5 W 32 Muscular dystrophy Mesh+floating+console+continuous 
P6 M 24 Cerebral palsy Portal+attached+ray+continuous 
P7 W 36 Muscular dystrophy Mesh+attached+console+discrete 
P8 M 37 Quadriplegia Mesh+attached+tap+continuous 
P9 M 29 Hemiparesis Portal+attached+console+continuous* 
P10 M 24 Muscular dystrophy Mesh+attached+tap+instant 
P11 W 30 Cerebral palsy Portal+floating+ray+continuous 
P12 M 26 Cerebral Palsy Portal+attached+ray+continuous 
P13 M 61 Difficulty moving arms Portal+floating+tap+continuous 
P14 M 26 Cerebral palsy Mesh+floating+ray+continuous 
P15 W 33 Underdeveloped left hand Portal+attached+console+continuous* 
P16 M 33 Cerebral palsy Portal+attached+tap+continuous 
P17 M 34 Spinal cord injury Portal+attached+console+continuous* 

* signifies the single non-unique preference. 

5.3 Procedure 
Participants completed informed consent and demographic ques-
tionnaires prior to the study. At the start of a session, the researcher 
and participant joined a Zoom meeting room with both parties’ 
video and audio enabled. With participants’ consent, the researcher 
turned on Zoom’s record feature. 

After describing the study, the researcher asked questions re-
garding participants’ use of VR and whether limited head or body 
mobility impacted their use. The researcher then described the 
purpose of Nearmi, its components, and how to interact with the 
implementations. With the webcam, the researcher demonstrated 
physical interactions for selection methods with Oculus Rift VR 
controllers. While describing Nearmi, the researcher supported 
the explanation with visuals (Figures 1 to 5) on a slide deck. The 
researcher then walked through an example video of a person us-
ing Nearmi and explained what was happening as the video was 
playing. 

The remainder of the study consisted of four similar phases. 
In each phase the participant watched videos depicting different 
Nearmi implementations. After watching the videos, the researcher 
asked the participant about their preferred component instances, 
as well as questions related to the learnability, perceived ease-of-
use, and perceived usefulness of their preferred combination. If the 
participant thought the combination was useful, we asked in which 
scenarios they would want to use it. It is important to understand 
perceived ease-of-use and usefulness, as they can indicate future 
adoption [6, 39]. 

In the first phase, the videos depicted the different combina-
tions of representations and transitions (2 representation × 3 transi-
tion implementations) while the display and selection components 
stayed the same (attached-to-object display with console selection). 
In the second phase, the researcher showed the participant eight 
videos in which the display and selection components (2 display × 

4 selection implementations) changed while the representation and 
transition instances remained the same. The representation and 
transition implementations were those the participant preferred 
in the first phase. Then the researcher showed the participant a 
video of the participant’s preferred Nearmi implementation built 
using component instances they identified in the first two phases. 
The researcher asked if the Nearmi implementation was still the 
participant’s preferred combination and how it could be improved. 
We allowed participants to confirm their preferences after they had 
seen all the Nearmi component instances in case they wanted to 
change them based on information participants learned later in the 
interview. We summarize the three phases in Table 2. 

5.3.1 Analysis. We transcribed the recorded calls and performed 
a thematic analysis of the transcripts [31]. We used the design 
considerations as deductive themes. We also inductively identified 
patterns and categories in the transcripts that summarize partic-
ipants’ thoughts on Nearmi’s implementations. The first author 
coded the 162 data extracts from all interview transcripts and orga-
nized codes into themes. Then, the first and last author discussed 
representative data extracts for each theme to ensure that deduc-
tive constructs were interpreted correctly and that data extracts 
reflected inductive themes. 

6 RESULTS 
Our findings can be categorized into three groups. First, we demon-
strate the need for accessible POI techniques in VR. Next, we provide 
user feedback on individual Nearmi component implementations 
and their combinations. We highlight design considerations that 
participants discussed for each component. Finally, we present how 
participants envisioned using Nearmi in VR. When we use the word 
“immersion”, it is because the participant volunteered the term. We 
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Table 2: A summary of the videos participants watched and the outcome of each phase. 

Representation Display Selection Transition Videos Outcome 

Phase 1 All Attached-to-
object 

Console All 6 Participant’s preferred Representation × 
Transition 

Phase 2 Preferred 
Representation 

All All Preferred 
Transition 

8 Participant’s preferred Display × 
Selection 

Phase 3 Preferred 
Representation 

Preferred 
Display 

Preferred 
Selection 

Preferred 
Transition 

1 Confirmation of Preferences 

could not evaluate immersion because of the nature of our study 
procedure. 

6.1 Impact of Mobility Limitations on VR Use 
We begin with challenges that participants experienced turning 
their heads or bodies in VR and how these challenges impacted 
their ability to use VR. 

6.1.1 Challenges Related to Head or Body Rotation. Fifteen of 17 
participants reported difficulties turning their heads or bodies. Of 
the 12 participants who had used VR at least once, ten found it 
difficult to move their bodies or heads while using VR. Six of the 17 
participants reported that they did not have difficulty moving their 
heads but found it challenging to look behind themselves because 
it required them to turn their wheelchairs. For P1, this challenge 
was exacerbated by the fact that the headset obscured his vision of 
the physical world. P1 said, 

“When I’m sitting in a wheelchair and I’m wearing 
a headset, I have to be careful that I don’t hit any 
furniture or injure my legs or something. So, I would 
kind of take the headset, push it up a little, and try to 
see underneath it before I turn” (P1). 

P4 and P6 reported that their wheelchair headrests made it dif-
ficult to turn their heads because the VR headset would bump up 
against the headrest. As P4 said, 

“I have a headrest on my wheelchair and so that kind 
of gets in the way. And then moving my head around 
with that (headset) and getting like stuck with the 
headrest on my chair” (P4). 

Four participants felt that the VR headset was heavy, which 
limited their ability to turn their heads. Seven participants had 
limited neck mobility, neck spasms, neck pain or stiffness that 
made it challenging to use the head tracking feature. P16 describes 
this issue and its effect on his experience of immersion: 

“I don’t necessarily like have a limited range of mo-
tion, but I just have like a lot of stiff neck issues. Like 
I remember when you try to move this way (turn-
ing head to side), it, it just didn’t—-it like didn’t feel 
natural so that takes you out of the immersion.” (P11) 

VR often requires two hands to view, interact with, and navigate 
virtual worlds. P15 expressed that the challenge for her was not so 
much moving her head but rather controlling the virtual camera 
and performing all other interactions with one hand. She explained, 

“I mean the biggest issue for me with (controlling) 
camera angles is not being able to turn my head or 
stand for the most part, it’s that usually what’s re-
quired with (controlling) camera angles is most games 
have two joysticks and so to be able to do that with 
one hand, I just can’t [...] So in this scenario what 
if I did need to look at the pig’s head and then do 
something with the staff at the same time?” (P15) 

6.1.2 Impact of Limited Head and Body Rotation on VR Use. Chal-
lenges related to head and body rotation in VR impacted partici-
pants’ VR use. In the best case, participants were able to employ 
workarounds. For instance, they used joystick panning (P3) and 
slight head turns (P6) or played games where most of the con-
tent appeared in front of them. Since these workarounds are not 
always possible or desirable, participants sometimes researched 
games before buying them to “make sure someone’s (the user’s) head 
isn’t like jumping around everywhere” (P3). None of the participants 
owned a VR system but had used VR through social ties, at arcades, 
conferences, and in research studies. 

Unfortunately, the challenges related to head turning led two 
participants (P5 and P13) to abandon their VR systems. P5 explained 
that she was excited to try VR and bought a PlayStation VR system 
when it was first released. However, many of the games she wanted 
to play required body or head movement. She eventually abandoned 
her VR system, saying, 

“There wasn’t like a difficulty setting so I couldn’t, 
like, just say, oh instead I’m gonna do it on a lower 
difficulty, or you know, just be worse at it, you know. 
So, if I could have done that, I probably would have 
changed it and maybe kept playing” (P5). 

Participants have found some ways to overcome limited head 
and body mobility in VR, yet as our data and other work [25, 26] 
reveal there is still a need for more accessible solutions for this user 
group. 

6.2 Design Considerations of Nearmi 
Implementations 

We now present the next level of findings, which are participants’ 
perceptions of Nearmi and its implementations. 

6.2.1 Representation. The ideal choice of POI representation type 
appeared to be driven primarily by a tradeoff between the level of 
visual information (3.6.4 spatial awareness) and challenge of dis-
covering the object (3.6.7 task objective). Nevertheless, participants 
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were almost evenly split between portal-view and mesh for their 
representation preference. 

Ten participants liked the portal-view representation. Their rea-
sons were that they knew exactly what they were looking for in 
the scene (3.6.7 task objective), they could see what was around 
the object (3.6.4 spatial awareness), and portal-view aligned better 
with the game aesthetic (new design consideration: VE aesthetic). 
By contrast, three participants disliked the portal-view because 
by clearly showing POIs, it took away the challenge of discovery 
(3.6.7 task objective), which they enjoyed. P5 expressed: “Sometimes 
I don’t want all the answers given to me. So, there was an element of 
like a kind of a hide-and-seek thing to that (mesh) as well.” (P5). 

Seven participants preferred the mesh representation. Their rea-
sons were that it maintained the challenge of discovery to find the 
object in the scene (3.6.7 task objective) and it looked like a minia-
ture object rather than an image, underscoring the 3D nature of VR 
(3.6.3 realism). Reasons for disliking mesh were the same reasons 
that some participants liked the mesh: it had an additional layer of 
abstraction, making it difficult to recognize the object in the scene 
(3.6.7 task objective). 

6.2.2 Display. Visual accessibility and reachability (3.6.1 accessi-
bility) of the display were key factors for participants’ preferences, 
along with realism (3.6.3). 

Eleven participants preferred the attached-to-object display be-
cause it was easier to see the representations (3.6.1 accessibility), 
it felt more “natural” (3.6.3 realism), easier to reach (3.6.1 accessi-
bility), and it integrated with the aesthetic of the environment (VE 
aesthetic). P3 disliked the attached-to-object display because the 
icons were close together, and he predicted it would be difficult 
to accurately select (unless the console selection was being used) 
(3.6.1 accessibility). 

On the other hand, six participants preferred the floating display 
because they thought it would be more “immersive” (new design 
consideration: uniqueness to VR), and there was more space between 
representations (3.6.1 accessibility). The main reason for disliking 
the floating display was that it made it difficult to distinguish the 
icons from the background (3.6.1 accessibility). 

6.2.3 Selection. Participants’ choices for selection types were mo-
tivated by trade-offs in accessibility (3.6.1) and realism (3.6.3). Over-
all, they preferred selection techniques that required the least arm 
movement (console or ray-cast) (3.6.1 accessibility), yet some par-
ticipants appreciated mechanisms that increased realism (tap or 
wand) (3.6.3 realism). 

Eight participants preferred the console selection technique. 
Their reasons were that it required the least amount of arm move-
ment (3.6.1 accessibility), users could rest their arms while selecting 
(3.6.1 accessibility), it was one-handed (3.6.1 accessibility), and the 
interaction was familiar because it was like using game controllers 
(3.6.6 user familiarity with interaction). Five people disliked the con-
sole selection technique. For these participants, being able to move 
and interact with their virtual hands was a major reason for using 
VR over other gaming systems (uniqueness to VR). To reinforce this 
point, P15 said: 

“If you have the controller and it can sense motion, 
why wouldn’t you want to use it? If I’m doing VR, I 

want what makes VR special, I can use a joystick on 
any other gaming system” (P15). 

P8 and P13 evaluated selection techniques based on the visual 
animation of the virtual controllers making a selection, assuming 
the physical selection could be made using gaze input, which was 
their primary input method. The reason they disliked the console 
was because the virtual hands did not interact with anything, taking 
away from the VR experience. 

Four participants preferred ray-cast. Reasons were that it re-
quired less arm movement and reaching (3.6.1 accessibility). They 
also liked that this interaction technique is commonly used in VR 
for performing other actions (e.g., selecting objects, locomotion) 
(3.6.6 user familiarity with interaction). On the other hand, some 
participants disliked ray-cast because it still required some arm 
movement and coordination (3.6.1 accessibility). Two other partic-
ipants reported difficulty with aiming in VR. Finally, P8 disliked 
ray-cast because he felt that it did not fit with the theme of the VE 
and was better suited to a sci-fi environment (VE aesthetic). 

Four participants preferred tap. P8 and P13 enjoyed watching 
the virtual hands interact with objects. P8 said: 

“Even though I can’t like physically make that tap 
motion, I would enjoy having that animation. I just 
like the aesthetic of the tap because it looks like you’re 
reaching out to the menu to select the thing” (P8). 

In other words, P8 and P13 wanted to watch their virtual bodies 
to move in ways that their physical bodies could not (uniqueness 
to VR). Also, P1 liked that the tap interaction was like touchscreen 
interaction (3.6.6 user familiarity with interaction). However, many 
participants disliked tap because it required reaching out, which 
was difficult to do (3.6.1 accessibility). 

Only one participant, P16, preferred wand. Most participants 
disliked wand because it required the most arm movement (3.6.1 
accessibility). However, P8 also liked wand because using gaze 
input, he did not have to factor in arm movement, and it leveraged 
the essence of VR that makes it different from other technology 
(uniqueness to VR). He said, 

“It kind of seems like another cool opportunity to just 
like hammer in the fact that you’re playing VR and it’s 
awesome. Just having another object move towards 
you” (P8). 

6.2.4 Transition. Our participants traded off spatial awareness 
(3.6.4), realism (3.6.3), and comfort (3.6.5) when selecting their pre-
ferred camera transition technique. 

Twelve participants preferred continuous transition because it 
gave them a better awareness of their environment (3.6.4. spatial 
awareness) and felt more “immersive” and “natural” compared to 
the other transitions (3.6.3 realism). 

Two participants preferred the discrete transition because it was 
familiar (3.6.6 user familiarity with interaction) and seemed faster 
(3.6.2 usability) than the continuous transition. Most participants 
disliked it because they felt it was “jerky”, “robotic”, and “unnatural” 
and reminded them of video lag (3.6.3 realism). 

A couple of participants preferred the instant transition because 
it was the most direct transition and was faster than the other transi-
tions (3.6.2 usability). On the other hand, some participants disliked 
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the instant transition because they felt that they were missing out 
on important spatial information (3.6.4 spatial awareness), and it 
was less “immersive” than the other transitions (uniqueness to VR). 

6.2.5 Display × Selection Combination. A few participants pointed 
out that an interaction between the display and selection compo-
nents affected the overall accessibility of the Nearmi implementa-
tion. In particular, the floating display with the tap or wand interac-
tion would have been inaccessible to people who find it challenging 
to perform reaching movements (3.6.1 accessibility). P3 explained 
that he would have chosen the attached display because it was more 
accessible than the floating display if he was limited to using tap 
or wand selection. He said, 

“The floating versus attached thing became simply a 
matter of like personal visual preference and contrast, 
whereas if I was considering like a tap and wand then 
I would have had a total different reason for preferring 
attached which is I simply couldn’t reach them (the 
floating icons)” (P3). 

On the other hand, P17 pointed out that the attached-to-object 
display had less space between icons, making it difficult to accu-
rately select an icon (3.6.1 accessibility). In addition, P8 expressed 
that he would use the floating display and ray-cast selection com-
bination because it would work well with gaze input (new consid-
eration: input device). Therefore, the combination of display and 
selection implementations can have unique accessibility implica-
tions that are not apparent based on their individual components. 

6.2.6 Accessibility Via Customizability. While participants consid-
ered similar tradeoffs in accessibility (3.6.1) and other factors, they 
nevertheless created 13 unique preferred Nearmi variants, highlight-
ing the need for customizability. In fact, five participants explicitly 
mentioned this customizability is important for accessible design. 
For instance, P5 said, 

“When you have a physical disability, it’s like, you just 
have to have options. Having this kind of flexibility 
would definitely help in all kinds of situations in VR” 
(P5). 

P2 also illustrated the need for alternative input methods when 
a user cannot move in VR traditionally: 

“It (Nearmi) makes it a lot more accessible for people 
that can’t even move around traditionally. So, it’s not 
going to be like you’re stuck to have to move your 
arms and things. You’re able to just use a joystick” 
(P2). 

Moreover, P4 highlighted the need for options because different 
people have different types of mobility: 

“I know people who have strong arm movement, but 
not so much with dexterity. They might do just fine 
with a tap. Even though we both have limited mobility, 
people have different types of mobility” (P4). 

P11 and P16 had a combination of perceptual and motor impair-
ments reinforcing the need to design for diverse abilities. They 
assessed Nearmi components based on whether it would provide a 
frame of reference to support their spatial understanding. 

6.3 Applicability of Nearmi to Real Scenarios 
To investigate participants’ potential adoption of Nearmi implemen-
tations, we asked for feedback regarding their expected learnability, 
perceived ease-of-use, and usefulness [6, 39]. All participants be-
lieved Nearmi would be easy to learn. All but three participants 
expressed it would be easy to use because the interaction felt “nat-
ural” and “intuitive” (3.6.3 realism), and they were already familiar 
with console interaction (3.6.6 user familiarity with interaction). The 
remaining participants expressed that they thought the Nearmi im-
plementations would be easy to use if their preferred input method 
was compatible (input device), the VR controllers were easy to use 
(3.6.1 accessibility, 3.6.2 usability), and if it integrated well with other 
interaction techniques for locomotion and object manipulation. 

All participants said they would use Nearmi implementations 
in VR except P15, who said it would depend on the task (3.6.7 task 
objective). Participants envisioned using Nearmi implementations 
in a variety of scenarios, including environment exploration, social 
VR, games, and 360 videos. P9 thought Nearmi would work well in 
an escape room: 

“(Nearmi would be useful) like where you need to 
solve puzzles or whatever, that would be something 
where this would be—-being able to continuously 
move the camera and being able to see the whole 
room rather than just teleporting from one angle to 
the next, that (Nearmi) would be very helpful. I mean, 
personally, if there was a game that came out, if there 
was like an escape room with this (Nearmi), like, I 
would probably go buy a VR right now, so.” (P9) 

P1 explained that Nearmi would be especially useful during game 
startup: 

“Nearmi would be useful in like your home kind of 
setting, and you just want to equip stuff before you 
head out into the world. And this (Nearmi) would 
just make it kind of convenient because it’s a known 
location. There’s no point in game mechanics and 
trying to make you look around to find stuff” (P1). 

While some participants felt Nearmi would be most suitable 
for slower paced, exploratory VR experiences, A handful of par-
ticipants could see Nearmi in faster-paced, first-person shooting 
games where it could be used to auto-target: 

“It (Nearmi) would be super helpful in a shooting 
game. I can see it being integrated into that really 
nicely where it kinda just like auto-targets for you if 
that’s the difficulty level you want it to be at” (P5). 

6.4 Summary 
Our findings highlight the need for accessible viewing techniques 
for exploring VR environments for people with limited mobility. As 
a first step, we gained insight into participants’ decision-making 
process when evaluating Nearmi and its component implementa-
tions. Although participants had similar justifications for liking or 
disliking implementations, they created 13 unique Nearmi variants 
(Table 1), highlighting the need for customizability. 
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7 DISCUSSION 
We discuss design considerations that were important for partici-
pants when they identified their preferred Nearmi implementation, 
the need for customizability, and the tension between standardiza-
tion and customization in the design of VR techniques. We also 
discuss the need to establish criteria for evaluating accessible VR 
techniques. 

7.1 Design Considerations Identified by 
Participants 

Participants discussed most of the design considerations in the 
form of trade-offs. One of the main trade-offs they considered was 
between accessibility and realism. With a few of the Nearmi im-
plementations, particularly implementations of the display and 
selection components, participants expected that realism would 
be compromised by increased accessibility. For example, tap was 
perceived as more realistic than console or ray-cast, but it also 
required that the user reach and stabilize their arm to perform the 
selection. Although accessibility and realism were identified as a 
trade-off for some individuals, this trade-off did not exist for others. 
For instance, P8, who assumed that he could use gaze input, pre-
ferred tap because it was realistic and accessible if he could trigger 
the tap animation with his gaze. Therefore, trade-offs were made 
based on participants’ individual abilities and preferences. 

Although participants discussed most of the design considera-
tions that we identified before designing our Nearmi implemen-
tations, they also identified new ones that we did not consider, 
including (1) input device, (2) VE aesthetics, and (3) uniqueness to 
VR. P8 and P13 evaluated techniques in terms of their input device 
of choice, an eye tracking device. The Nearmi framework does not 
assume a particular input device and so its implementations should 
factor in the use of diverse input methods. Participants in Mott et 
al.’s [26] study reported being open to using voice and gaze input 
as alternatives to controller and motion input in VR, indicating the 
potential for alternative input devices to be desirable. With regards 
to the VE aesthetic, some participants commented that the aesthetic 
of some component implementations was not consistent with the 
VE theme that we used in our videos. For example, even though 
one participant felt that the ray-cast selection would be accessible, 
he thought the sci-fi aesthetic of the technique clashed with the 
occult theme of the VE. 

Some participants preferred components that had qualities that 
were unique to VR. One appeal of VR is that you can do things that 
you cannot do in real life and experience it in a similar way. P8, 
who had quadriplegia, wanted to watch an animation of his virtual 
hands not because it emulated reality, but because it allowed him 
to experience an alternative reality, which would not be possible 
with other technologies. 

7.2 Need for Customizability in the Design of 
VR Techniques 

Our findings highlight the need to consider the diverse abilities 
possessed by people with limited mobility. For example, we could 
have limited the selection techniques to those that required the 
least arm movement, but as P4 explained, there are individuals with 
strong arm movement but limited dexterity, making interacting 

with joystick or controller buttons challenging. In addition to di-
versity within a user group, individuals can experience different 
mobility throughout the day and over the long term. As a result, 
customizability is not only important for accommodating different 
individuals, but a single individual at different times. 

Although our selection techniques relied on a VR controller as an 
input device, it is important to note that alternative input methods 
such as voice and gaze could also be implemented as either input 
to trigger controller animations (as P8 and P13 assumed) or as new 
selection implementations. For example, a gaze-based selection 
implementation could require users to dwell on POI icons to trigger 
the transition. Developers could create Nearmi implementations 
that take advantage of eye-tracking, voice recognition, and other 
input methods once they become commonplace on commodity VR 
devices. 

Our findings illustrate that accessible VR hardware is not enough, 
software should also be accessible, which can be achieved through 
customizable design. In P15’s words, “I would hope that tech com-
panies not only develop controllers and adaptive parts and stuff, but 
also think about if we are making a game, is it inclusive?” (P15). 

7.3 Customization and Personalization vs. 
Standardization in VR 

VR is in an early phase as a mainstream consumer technology. 
As a result, hardware differs across VR systems, and interaction 
techniques differ across apps. The lack of standardization across 
hardware and software is likely related to the fact that VR experi-
ences can be evaluated based on so many criteria that an optimal 
interaction technique depends on contextual factors (e.g., the VE, 
the goal of the app, etc.). In VR, design considerations like com-
fort and immersion are as important, if not more, than speed and 
accuracy. 

Although standardization was a goal for technologies in the 
past, personalization now makes it possible to dynamically select 
interaction techniques based on users’ characteristics. Numerous 
VR interaction techniques have been designed in the past 30 years 
and the number of available techniques will continue to expand 
as researchers continue to develop new approaches [44]. VR could 
benefit from the diversity and quantity of interaction techniques 
afforded by customization and personalization, rather than focus-
ing on standardization. Accessibility could then be another design 
consideration alongside realism and comfort, for example, that 
would factor into selecting an appropriate technique. As a result, 
VR techniques might not need to be modified for the sole purpose of 
accommodating users’ functional impairments as assistive technolo-
gies have done in the past [42]. Instead, there could be numerous 
reasons for a user to adopt an interaction technique, one of them 
potentially being accessibility. This paper advances the potential of 
customizability to guide future VR interaction design. 

A design challenge that the use of personalization presents is 
introducing customizable techniques, like Nearmi, in a way that 
users can create their preferred implementation without going 
through multiple permutations. Options to address this issue in-
clude gameplay-based tutorials that ask users to perform specific 
actions and then recommend options based on their performance, 
previews that provide users glimpses of how interactions would 
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work without having to try options themselves, and control pre-
sets that users can save and share with others (for example, the 
gaming platform Steam2 allows users to save and share controller 
configurations for different games). There are ongoing efforts in 
the gaming community to enable personalization, such as the more 
than 60 accessibility options offered by The Last of Us Part II3 (i.e., 
for players with low vision, deaf and hard of hearing players, and 
players with impaired fine motor control). 

7.4 How Do We Evaluate Accessible VR 
Techniques? 

If personalization and customization are goals for future VR systems, 
designers must establish a set of criteria for evaluating interaction 
techniques. Doing so would make it possible to match a user’s pref-
erences and abilities with the appropriate interaction techniques. 
For example, if a user was not sensitive to simulation sickness, they 
could use techniques that were highly immersive compared to more 
comfortable techniques that provided less immersion. Although 
established guidelines for evaluating accessible VR technologies 
do not yet exist, the design considerations that were surfaced in 
this study could be applied to any VR interaction technique (e.g., 
locomotion, object manipulation, etc.), not just POI techniques. Our 
study is a first step towards identifying factors that are important 
to users when evaluating accessible VR techniques. 

Our study reveals that not only do we need to understand indi-
vidual design considerations, we also must understand the relation-
ships between considerations in the form of trade-offs. Al Zayer 
et al. [44], identified design considerations that were consistently 
related for different types of locomotion techniques. However, ac-
cessibility was not one of the factors considered. Therefore, the 
trade-offs identified in that paper might not hold for techniques 
that are designed to be accessible, which highlights the need to es-
tablish a set of trade-offs when accessibility is thrown into the mix. 
We hope that designers will not only continue to invent accessible 
VR interactions, but also discuss the rationale for the criteria they 
choose to design and evaluate their technique with. In this way, 
our community can move towards a better understanding of how 
to make VR accessible and engaging at the same time. 

7.5 Limitations and Future Work 
We designed our study so that it could be conducted remotely due 
to the COVID-19 pandemic, even though our Nearmi implementa-
tions were ready to be used by participants. While our results are 
still valuable for understanding how people with limited mobility 
would evaluate accessible techniques before trying them in VR, a 
user study in which participants complete tasks in VR would reveal 
in-depth information about the trade-offs we identified in this study. 
People with limited mobility are aware of their physical abilities, 
so we were pleased to elicit helpful feedback on what interactions 
might be inaccessible for various reasons (such as difficulty per-
forming mid-air pointing). However, some characteristics of VR 
use, such as the size and weight of VR controllers, the strength 
needed to push buttons, and the effects of different transition in-
stances, cannot be adequately conveyed in videos alone. However, 
2https://store.steampowered.com/
3https://www.playstation.com/en-us/games/the-last-of-us-part-ii/accessibility/ 

because people with mobility impairments watch other people use 
VR before investing in it (section 6.1.2, [43]), it is still critical to 
understand how they evaluate VR techniques in the pre-adoption 
stage. 

Although we explored how Nearmi can improve accessibility 
for people with limited mobility, this framework does not exclude 
its potential applicability to POI techniques for other populations. 
Future researchers might apply Nearmi to different accessibility 
contexts using audio or haptic instances of representation and 
spatial audio or tactile layouts for display instances. 

Finally, engaging with practitioners is important to bridge the 
“research-practice gap” [28]. Future work can facilitate developers’ 
use of the framework by creating a toolkit with POI prefabs that 
developers can place in the virtual environment. Conversations with 
developers can indicate the practicality and potential usefulness of 
our approach. 

8 CONCLUSION 
We presented Nearmi, a design framework for creating accessible 
POI techniques for people with limited mobility. We made two 
additional contributions (1) a set of design considerations identified 
by participants when choosing their preferred Nearmi implemen-
tations (2) participant feedback on the subset of Nearmi compo-
nents we implemented. Our findings highlight the trade-offs that 
participants made when choosing a preferred implementation of 
Nearmi, and they suggest the need for customizability to accommo-
date diverse abilities and preferences. Our study contributes to a 
growing research community that aims to make VR usable people 
with disabilities. As adoption of VR increases, our community not 
only needs to develop accessible interaction techniques, but also 
establish the key criteria for evaluating them. 

ACKNOWLEDGMENTS 
We thank the AbleGamers Foundation for helping us find partici-
pants. We also thank Dr. Abigail Stangl for her feedback. 

REFERENCES 
[1] Lisa Anthony, YooJin Kim, and Leah Findlater. 2013. Analyzing user-generated 

youtube videos to understand touchscreen use by people with motor impairments. 
In CHI 2013, 1223–1232. https://doi.org/10.1145/2470654.2466158 

[2] Patrick Baudisch and Ruth Rosenholtz. 2003. Halo: A technique for visualizing 
off-screen locations. In CHI 2003, 481–488. https://doi.org/10.1145/642611.642695 

[3] Doug A. Bowman and Larry F. Hodges. 1997. An evaluation of techniques for 
grabbing and manipulating remote objects in immersive virtual environments. 
In Symposium on Interactive 3D Graphics, 35–38. https://doi.org/10.1145/253284.
253301 

 

[4] Andy Cockburn, Amy Karlson, and Benjamin B. Bederson. 2008. A review of 
overview+detail, zooming, and focus+context interfaces. ACM Computing Surveys 
41, 1: 1–31. https://doi.org/10.1145/1456650.1456652 

[5] Carolina Cruz-Neira, Daniel J. Sandin, Thomas A. DeFanti, Robert V. Kenyon, 
and John C. Hart. 1992. The CAVE: Audio visual experience automatic virtual 
environment. Communications of the ACM 35, 6: 64–72. https://doi.org/10.1145/
129888.129892 

 

[6] Fred D. Davis Jr. 1986. A technology acceptance model for empirically testing 
new end-user information systems: Theory and results. Massachusetts Institute 
of Technology. Retrieved from http://hdl.handle.net/1721.1/15192 

[7] Kathrin Gerling, Liam Mason, and Patrick Dickinson. 2020. Virtual reality games 
for people using wheelchairs. In CHI 2020, 1–11. https://doi.org/10.1145/3313831.
3376265 

 

[8] Kathrin Gerling and Katta Spiel. 2021. A critical examination of virtual reality 
technology in the context of the minority body. In CHI 2021, 1–14. https://doi.
org/10.1145/3411764.3445196 

 

https://store.steampowered.com/
https://www.playstation.com/en-us/games/the-last-of-us-part-ii/accessibility/
https://doi.org/10.1145/2470654.2466158
https://doi.org/10.1145/642611.642695
https://doi.org/10.1145/253284.253301
https://doi.org/10.1145/253284.253301
https://doi.org/10.1145/1456650.1456652
https://doi.org/10.1145/129888.129892
https://doi.org/10.1145/129888.129892
http://hdl.handle.net/1721.1/15192
https://doi.org/10.1145/3313831.3376265
https://doi.org/10.1145/3313831.3376265
https://doi.org/10.1145/3411764.3445196
https://doi.org/10.1145/3411764.3445196


ASSETS ’21, October 18–22, 2021, Virtual Event, USA Rachel Franz et al. 

[9] Xanthe Glaw, Kerry Inder, Ashley Kable, and Michael Hazelton. 2017. Visual 
methodologies in qualitative research: Autophotography and photo elicitation 
applied to mental health research. International Journal of Qualitative Methods 
16: 1–8. https://doi.org/10.1177/1609406917748215 

[10] Uwe Gruenefeld, Abdallah El Ali, Susanne Boll, and Wilko Heuten. 2018. Beyond 
Halo and Wedge: Visualizing out-of-view objects on head-mounted virtual and 
augmented reality devices. In MobileHCI 2018, 1–11. https://doi.org/10.1145/
3229434.3229438 

 

[11] Uwe Gruenefeld, Abdallah El Ali, Wilko Heuten, and Susanne Boll. 2017. Visual-
izing out-of-view objects in head-mounted augmented reality. In MobileHCI 2017, 
1–7. https://doi.org/10.1145/3098279.3122124 

[12] Uwe Gruenefeld, Rieke von Bargen, and Wilko Heuten. 2018. Identification of 
out-of-view objects in virtual reality. In Symposium on Spatial User Interaction, 
182. https://doi.org/10.1145/3267782.3274678 

[13] Uwe Gruenefeld, Dag Ennenga, Abdallah El Ali, Wilko Heuten, and Susanne Boll. 
2017. EyeSee360: Designing a visualization technique for out-of-view objects 
in head-mounted augmented reality. In Symposium on Spatial User Interaction, 
109–118. https://doi.org/10.1145/3131277.3132175 

[14] Sean Gustafson, Patrick Baudisch, Carl Gutwin, and Pourang Irani. 2008. Wedge: 
Clutter-free visualization of off-screen locations. In CHI 2008, 787–796. https:
//doi.org/10.1145/1357054.1357179 

 

[15] F. Wai-Lin Ho-Ching, Jennifer Mankoff, and James A. Landay. 2003. Can you see 
what I hear? The design and evaluation of a peripheral sound display for the 
deaf. In CHI 2003, 1–8. https://doi.org/10.1145/642611.642641 

[16] Zahid Hossain, Khalad Hasan, Hai-ning Liang, and Pourang Irani. 2012. EdgeSplit: 
Facilitating the selection of off-screen objects. In MobileHCI 2012, 79–82. https:
//doi.org/10.1145/2371574.2371588 

 

[17] Pourang Irani, Carl Gutwin, and Xing Dong Yang. 2006. Improving selection of 
off-screen targets with Hopping. In CHI 2006, 299–308. https://doi.org/10.1145/
1124772.1124818 

 

[18] Dhruv Jain, Leah Findlater, Christian Volger, Dmitry Zotkin, Ramani Duraiswami, 
and Jon Froehlich. 2015. Head-mounted display visualizations to support sound 
awareness for the deaf and hard of hearing. In CHI 2015, 241–250. https://doi.org/
10.1145/2702123.2702393 

 

[19] Dhruv Jain, Angela Carey Lin, Marcus Amalachandran, Aileen Zeng, Rose 
Guttman, Leah Findlater, and Jon Froehlich. 2019. Exploring sound aware-
ness in the home for people who are deaf or hard of hearing. CHI 2019: 1–13. 
https://doi.org/10.1145/3290605.3300324 

[20] Jason Jerald. 2015. The VR Book: Human-Centered Design for Virtual Reality. ACM 
and Morgan & Claypool. https://doi.org/10.1145/2792790 

[21] Yoshihiro Kaneko, Inho Chung, and Kenji Suzuki. 2013. Light-emitting device 
for supporting auditory awareness of hearing-impaired people during group 
conversations. In IEEE International Conference on Systems, Man, and Cybernetics, 
3567–3572. https://doi.org/10.1109/SMC.2013.608 

[22] Yung Ta Lin, Yi Chi Liao, Shan Yuan Teng, Yi Ju Chung, Liwei Chan, and Bing 
Yu Chen. 2017. Outside-in: Visualizing out-of-sight regions-of-interest in a 360 
video using spatial picture-in-picture previews. In UIST 2017, 255–265. https:
//doi.org/10.1145/3126594.3126656 

 

[23] Tara Matthews, Janette Fong, F. Wai-Ling Ho-Ching, and Jennifer Mankoff. 2006. 
Evaluating non-speech sound visualizations for the deaf. Behaviour & Information 
Technology 25, 4: 333–351. https://doi.org/10.1080/01449290600636488 

[24] Tara Matthews, Janette Fong, and Jennifer Mankoff. 2005. Visualizing non-speech 
sounds for the deaf. In ASSETS 2005, 52–59. https://doi.org/10.1145/1090785.
109079 

 

[25] Martez Mott, Edward Cutrell, Mar Gonzalez Franco, Christian Holz, Eyal Ofek, 
Richard Stoakley, and Meredith Ringel Morris. 2019. Accessible by design: An 
opportunity for virtual reality. In ISMAR-Adjunct 2019, 451–454. https://doi.org/
10.1109/ISMAR-Adjunct.2019.00122 

 

[26] Martez E. Mott, John Tang, Shaun K. Kane, Edward Cutrell, and Meredith Ringel 
Morris. 2020. “I just went into it assuming that I wouldn’t be able to have the full 

experience”: Understanding the accessibility of virtual reality for people with 
limited mobility. In ASSETS 2020, 1–19. https://doi.org/10.1145/3373625.3416998 

[27] Jakob Nielsen. 1994. Heuristic evaluation. In Usability Inspection Methods. John 
Wiley & Sons, New York, 25–64.

[28] Donald Norman. 2010. The research-practice gap: The need for translational 
developers. Interactions -  Studies in Communication and Culture 17, 4: 9–12. https:
//doi.org/10.1145/1806491.1806494 

 

[29] Uran Oh and Leah Findlater. 2013. The challenges and potential of end-user 
gesture customization. In CHI 2013, 1129–1138. https://doi.org/10.1145/2470654.
2466145 

 

[30] Niklas Osmers and Michael Prilla. 2020. Getting out of out of sight: Evaluation of 
AR mechanisms for awareness and orientation support in occluded multi-room 
settings. In CHI 2020, 1–11. https://doi.org/10.1145/3313831.3376742 

[31] Michael Quinn Patton. 2014. Qualitative Research & Evaluation Methods: Inte-
grating Theory and Practice. Sage. 

[32] Amy Pavel, Björn Hartmann, and Maneesh Agrawala. 2017. Shot orientation 
controls for interactive cinematography with 360° video. In UIST 2017, 289–297. 
https://doi.org/10.1145/3126594.3126636

[33] Julian Petford, Iain Carson, Miguel A. Nacenta, and Carl Gutwin. 2019. A com-
parison of guiding techniques for out-of-view objects in full-coverage displays. 
In CHI 2019, 1–13. https://doi.org/10.1145/3290605.3300288 

[34] Eric D. Ragan, Siroberto Scerbo, Felipe Bacim, and Doug A. Bowman. 2017. 
Amplified head rotation in virtual reality and the effects on 3D search, training 
transfer, and spatial orientation. IEEE Transactions on Visualization and Computer 
Graphics 23, 8: 1880–1895. https://doi.org/10.1109/TVCG.2016.260160

[35] Eric D. Ragan, Andrew Wood, Ryan P. Mcmahan, and Doug A. Bowman. 2012. 
Trade-offs related to travel rechniques and level of display fidelity in virtual 
data-analysis environments. In Joint Virtual Reality Conference of ICAT - EGVE - 
EuroVR, 1–4. https://doi.org/10.2312/EGVE/JVRC12/081-084

[36] Shyam Prathish Sargunam, Kasra Rahimi Moghadam, Mohamed Suhail, and Eric 
D. Ragan. 2017. Guided head rotation and amplified head rotation: Evaluating 
semi-natural travel and viewing techniques in virtual reality. In IEEE Virtual 
Reality 2017, 19–28. https://doi.org/10.1109/VR.2017.7892227 

[37] Shyam Prathish Sargunam and Eric D. Ragan. 2018. Evaluating joystick control 
for view rotation in virtual reality with continuous turning, discrete turning, 
and field-of-view reduction. In International Workshop on Interactive and Spatial 
Computing, 74–79. https://doi.org/10.1145/3191801.3191815 

[38] Teresa Siu and Valeria Herskovic. 2013. SidebARs: Improving awareness of off-
screen elements in mobile augmented reality. In Chile CHI 2013, 36–41. https:
//doi.org/10.1145/2535597.2535608 

 

[39] Viswanath Venkatesh, Michael G. Morris, Gordon B. Davis, and Fred D. Davis. 
2003. User acceptance of information technology: Toward a unified view. MIS 
Quarterly 27, 3: 425–478. https://doi.org/10.2307/30036540 

[40] Robert S. Weiss. 1994. Learning From Strangers: The Art and Method of Qualita-
tive Interview Studies. The Free Press. 

[41] Jacob O. Wobbrock. 2019. Situationally aware mobile devices for overcoming 
situational impairments. In Symposium on Engineering Interactive Computing 
Systems, 1–18. https://doi.org/10.1145/3319499.3330292 

[42] Jacob O. Wobbrock, Krzysztof Z. Gajos, Shaun K. Kane, and Gregg C. Vander-
heiden. 2018. Ability-based design. Communications of the ACM 61, 6: 62–71. 
https://doi.org/10.1145/3148051 

[43] Alice Wong, Hannah Gillis, and Ben Peck. 2018. VR Accessibility Survey 
for People with Disabilities. Retrieved from https://drive.google.com/file/d/
0B0VwTVwReMqLMFIzdzVVaVdaTFk/view 

 

[44] Majed Al Zayer, Paul MacNeilage, and Eelke Folmer. 2020. Virtual locomotion: A 
survey. IEEE Transactions on Visualization and Computer Graphics 26, 6: 2315–
2334. https://doi.org/10.1109/TVCG.2018.2887379 

[45] 2020. VRAlchemyLab. Unity Technologies. Retrieved from https://unitylist.com/p/
v13/VR-Alchemy-Lab 

 

 

https://doi.org/10.1177/1609406917748215
https://doi.org/10.1145/3229434.3229438
https://doi.org/10.1145/3229434.3229438
https://doi.org/10.1145/3098279.3122124
https://doi.org/10.1145/3267782.3274678
https://doi.org/10.1145/3131277.3132175
https://doi.org/10.1145/1357054.1357179
https://doi.org/10.1145/1357054.1357179
https://doi.org/10.1145/642611.642641
https://doi.org/10.1145/2371574.2371588
https://doi.org/10.1145/2371574.2371588
https://doi.org/10.1145/1124772.1124818
https://doi.org/10.1145/1124772.1124818
https://doi.org/10.1145/2702123.2702393
https://doi.org/10.1145/2702123.2702393
https://doi.org/10.1145/3290605.3300324
https://doi.org/10.1145/2792790
https://doi.org/10.1109/SMC.2013.608
https://doi.org/10.1145/3126594.3126656
https://doi.org/10.1145/3126594.3126656
https://doi.org/10.1080/01449290600636488
https://doi.org/10.1145/1090785.109079
https://doi.org/10.1145/1090785.109079
https://doi.org/10.1109/ISMAR-Adjunct.2019.00122
https://doi.org/10.1109/ISMAR-Adjunct.2019.00122
https://doi.org/10.1145/3373625.3416998
https://doi.org/10.1145/1806491.1806494
https://doi.org/10.1145/1806491.1806494
https://doi.org/10.1145/2470654.2466145
https://doi.org/10.1145/2470654.2466145
https://doi.org/10.1145/3313831.3376742
https://doi.org/10.1145/3126594.3126636
https://doi.org/10.1145/3290605.3300288
https://doi.org/10.1109/TVCG.2016.260160
https://doi.org/10.2312/EGVE/JVRC12/081-084
https://doi.org/10.1109/VR.2017.7892227
https://doi.org/10.1145/3191801.3191815
https://doi.org/10.1145/2535597.2535608
https://doi.org/10.1145/2535597.2535608
https://doi.org/10.2307/30036540
https://doi.org/10.1145/3319499.3330292
https://doi.org/10.1145/3148051
https://drive.google.com/file/d/0B0VwTVwReMqLMFIzdzVVaVdaTFk/view
https://drive.google.com/file/d/0B0VwTVwReMqLMFIzdzVVaVdaTFk/view
https://doi.org/10.1109/TVCG.2018.2887379
https://unitylist.com/p/v13/VR-Alchemy-Lab
https://unitylist.com/p/v13/VR-Alchemy-Lab

	Nearmi: A Framework for Designing Point of Interest Techniques for VR Users with Limited Mobility 
	ABSTRACT 
	CCS CONCEPTS 
	KEYWORDS 
	ACM Reference Format: 

	1 INTRODUCTION 
	2 RELATED WORK 
	2.1 Accessibility in VR 
	2.2 POI Techniques 
	2.3 Accessible POI Techniques 
	2.4 Summary 

	3 NEARMI 
	3.1 Representation: 
	3.2 Display: 
	3.3 Selection: 
	3.4 Transition: 
	3.5 Benefits of Nearmi as a Design Framework 
	3.5.1 Foregrounds Accessibility. 
	3.5.2 Structures the Design Process. 
	3.5.3 Facilitates Evaluation. 
	3.5.4 Affords Customizability. 

	3.6 Design Considerations for Nearmi Implementations 
	3.6.1 Accessibility. 
	3.6.2 Usability. 
	3.6.3 Realism. 
	3.6.4 Spatial Awareness. 
	3.6.5 User Comfort. 
	3.6.6 User Familiarity with Interaction. 
	3.6.7 Task Objective. 
	3.6.8 Summary. 


	4 IMPLEMENTATION 
	4.1 Representation 
	4.2 Display 
	4.3 Selection 
	4.3.1 Design Considerations for Selection. 

	4.4 Transition 
	4.5 Summary 
	4.6 High-level Implementation Overview 

	5 USER INTERVIEWS 
	5.1 Participants 
	5.2 Apparatus 
	5.3 Procedure 
	5.3.1 Analysis. 


	6 RESULTS 
	6.1 Impact of Mobility Limitations on VR Use 
	6.1.1 Challenges Related to Head or Body Rotation. 
	6.1.2 Impact of Limited Head and Body Rotation on VR Use. 

	6.2 Design Considerations of Nearmi Implementations 
	6.2.1 Representation. 
	6.2.2 Display. 
	6.2.3 Selection. 
	6.2.4 Transition. 
	6.2.5 Display Selection Combination. 
	6.2.6 Accessibility Via Customizability. 

	6.3 Applicability of Nearmi to Real Scenarios 
	6.4 Summary 

	7 DISCUSSION 
	7.1 Design Considerations Identified by Participants 
	7.2 Need for Customizability in the Design of VR Techniques 
	7.3 Customization and Personalization vs. Standardization in VR 
	7.4 How Do We Evaluate Accessible VR Techniques? 
	7.5 Limitations and Future Work 

	8 CONCLUSION 
	ACKNOWLEDGMENTS 
	REFERENCES 




